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Deep Learning Training Tips

Training Process

DL is very strong but...
» It sometimes can't achieve the good performance
> The training time might be long

> efc.
BIG DATA & DEEP LEARNING

Deep
Learning

Most Learning
Algorithms

Performance

Amount of Data

Reference 3



https://www.quora.com/Is-there-a-rigorous-justification-of-why-deep-learning-algorithms-need-a-lot-of-data
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Recap

The success of a machine learning model
relies on minimizing the error between the
actual and the predicted results. This
error/loss is evaluated using special functions
called loss functions

Gradient descent is a powerful optimization
technique used to minimize loss functions. It
leverages mathematical concepts to update
weights, step by step, in order to gradually
reduce model loss and move it towards a local
minima




Where does the error come?

Reference



https://www.simplilearn.com/tutorials/machine-learning-tutorial/bias-and-variance

Where does the error come?

..but after a certain hours,
A / score don’t get any h|gher

Less time tend
to be lower

e . .
|

Score more time tend to be

higher

>
Number of hours spent on reading per week




Where does the error come?

Given this data we would like to predict score when given the number

of hours Then, I might predict that
you would get this score...

/

A

X

Score

For example, if you spent this

number of hours spent on reading
/ this subject....

>

Number of hours spent on reading per week



Where does the error come?

Ideally, we would know the exact mathematical formula that describes

the relation between number of hours and score  ..but, in this case, we don't
know the function: f(x), so
we're going to use two ML
methods to approximate this
relationship

Scgfe

f (Number of hours )

>
Number of hours spent on reading per week 9




Where does the error come?

Assume the green curve is the “true” relationship for reference

The first step, split the data into two sets, one for training the machine
learning algorithms and one for testing them

1 1
O

Score Score

Number of hours spent on reading per week Number of hours spent on reading per week
10



Where does the error come?

The first algorithm that we will use is Linear Regression
*

Score

>

Number of hours spent on reading per week
Thus, the Straight Line will never reach the true relationship between number of

hours and score, no matter how we fit it to the training set or we training how many
iterations



Where does the error come?

The inability for a machine learning method (like linear regression) to
capture the true relationship is called bias

A

Because the Straight Line couldn't
curved like the “true” relationship, it has
a relatively large amount of bias

Score

>

Number of hours spent on reading per week
12



Where does the error come?

Another machine learning algorithm might fit a Squiggly Line to the
training set

A

The Squiggly Line is super flexible and
hugs the training set along the arc of
the “true” relationship

Score Because the Squiggly Line could handle
the arc in the "rue” relationship
between number of hours and score, it
has vary little bias

>

Number of hours spent on reading per week
13




Where does the error come?

If we measure the distances from the fit lines to the data, square them
and add them up (like mean square error)

In the compare as below, we could see whether the straight line fits the
training set better than the squiggly line ...... ?
The Squiggly Line wins

1

Score Score

Number of hours spent on reading per week Number of hours spent on reading per week 14



Where does the error come?

We also have testing set. Now let’s calculate the Sums of squares for
the testing set

In the contest to see whether the straight Line fits the testing set better
than the squiggly Line ...... ?

The Straight Line wins
t

Score

Number of hours spent on reading per week
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Where does the error come?

Even though Squiggly Line did a great job fitting the training set, it did a
terrible job on fitting testing set

In Machine Learning domain, the huge difference error results in fits
between training and testing data sets is called Variance

16



Where does the error come?
High Bias and High Variance

Testerror

Regime #1

Training error

Regime #2

Acceptable test error €

# Training instances

Reference

17


https://www.cs.cornell.edu/courses/cs4780/2018fa/lectures/lecturenote12.html

Where does the error come?
High Bias and High Variance

Regime 1 (High variance) A\ Testerror
Error .
> Symptoms: | e
Training error is much lower than test error < remett l\ - )
« Training error is lower than ¢ Ucceptable test error €

« Test error is higher than ¢

» Remedies:
® Add more tl‘aining data # Training instances
« Reduce model complexity - complex models are prone to high variance

Training error

18



Where does the error come?
High Bias and High Variance

Test error

Regime 2 (High bias) 4

» Symptoms:
Training error is higher than ¢ <

Regime #1

Regime #2
{
\

\_/ﬂxcceptable test error €

Training error

» Remedies:
« Use more complex model
« Add features

# Training instances

19



Where does the error come?

Bias and Variance Tradeoff

There is usually a bias-variance tradeoff caused by model complexity

Complex models (many parameters) usually have lower bias, but higher
variance

Simple models (few parameters) have higher bias, but lower variance

20



Where does the error come?

Bias and Variance Tradeoff

21



Where does the error come?

Bias and Variance Tradeoff

Noise Bias

Variance

22



Where does the error come?

Bias and Variance Tradeoff

Low bias

High bias

Low Variance High Variance 23



Where does the error come?

Formalizing Bias and Variance

Error

Bias? + Variance

Optimum Model Complexity

Total Error

Model Complexity

A champion model should maintain a balance between these two types of
errors. This is known as the trade-off management of bias-variance errors
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Deep Learning Training Tips
Gradient Unstable

What is gradient unstable?
» Due to the "deep" layer

) hidden layer 1 hidden layver 2 hidden layer 3
input laver

output layer

27
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Gradient Unstable

f/-'+1 = f(f/-'W/+1)

e T hidden layer 1  hidden layer 2 hidden layer 3 If there are th ree Iayers in the
AN hidden layer
HH: = ; > ‘ output layer

f=13(msfo(msf(wyy)))
of _ofs 9f Of

ow,  0f, Ofi Cow

WYY
A I I X

28



Deep Learning Training Tips
Gradient Unstable

. hidden layer 1 hidden layer 2 hidden layer 3
input laver

output layer

ifO<w D <1

4

Vanishing gradient
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Deep Learning Training Tips
Gradient Unstable

. hidden layer 1 hidden layer 2 hidden layer 3
input laver

output layer

if w, D> 1

4

Exploding gradient

30
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‘ Optimization




Deep Learning Training Tips

Optimization

Review optimization
» Gradient descent
» SGD (Stochastic gradient descent)
» Adagrad (Adaptive learning rate)
» RMSprop
» Adam

32



Deep Learning Training Tips

Optimization

Gradient descent
> Watch all data

61 = 99 - nVL(H°)

SGD
» Random watch a data
» Random watch some data

Stochastic Gradient Descent

/ \ /‘A\ / A “,
\ / \/, L// \’/} \\\/ \v/‘ \\J\A /+

Gradient Descent

33
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Optimization
Adagrad
011 < 0t — ll Gti
O¢
RMSProp
n

= Jatol 21 - @) ()3
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Deep Learning Training Tips

Optimization

Adam | | | | i i
L mb=0 mi=Bi(mi)* (- B 1

ﬁé + & v(i) =0 vé — IBZ(vg—l)Z_I_(l - IBZ)(gé)z 1/]\1% = %
— P2

3

i i
t+1 < 0 —

Require: «: Stepsize
Require: 5,3 € [0,1): Exponential decay rates for the moment estimates
Require: f(#): Stochastic objective function with parameters ¢
Require: 0: Initial parameter vector
mg < 0 (Initialize 1*' moment vector)
vg + 0 (Initialize 2" moment vector)
t <— 0 (Initialize timestep)
while #; not converged do

t—1t+4+1
gt < Vo fi(0:—1) (Get gradients w.r.t. stochastic objective at timestep )
_ ., my < 31 -my_1 + (1 — B1) - g; (Update biased first moment estimate)
e Gradient ., vy + B - vi—1 + (1 — B2) - g7 (Update biased second raw moment estimate)
¢ my < my /(1 — 3]) (Compute bias-corrected first moment estimate)

=l Movement g3 v + v /(1 — B%) (Compute bias-corrected second raw moment estimate)

O; < 0;_1 — o - iy / (/D¢ + €) (Update parameters)

end while

====== Movement of the last step _
return f; (Resulting parameters) 35




Deep Learning Training Tips

Optimization

™ e T, P, e
\\\ SGD

Momentum
NAG

Adagrad
Adadelta
Rmsprop

mrrrrrTrr i

—  SGD

- Momentum
m— NAG

- Adagrad
Adadelta
Rmsprop

1.0
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Deep Learning Training Tips

Optimization
Torch.optim
Gradient Descent optim.SGD(model.parameters(), Ir=0.01, momentum=0.9)
SGD optim.SGD(model.parameters(), Ir=0.01, momentum=0.9)
optim.Adagrad(params, Ir=0.01, Ir_decay=0, weight_decay=0,
Adagrad o _ =
initial_accumulator_value=0, eps=1e-10)
optim.RMSprop(params, Ir=0.01, alpha=0.99, eps=1e-08, weight
RMSProp _ _ ~
_decay=0, momentum=0, centered=False)
Adam optim.Adam([varl, var2], Ir=0.0001)

optim.SGD([

i 'params': model.base.parameters()%,
{'params': model.classifier.parametexrs(), 'lr': 1le-3%
1, lr=1e-2, momentum=0.9)

37
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Optimization

/

PyTorch = optimizer ¢ i% & step() = & » &ypI\ PR THF Y F:R
AT SEE > R AT P Sk

H

7N

&
—=\-

FOOORMCENPEL 2 LEE - B SsFE zerograd() 0 R F &
ERE SO ST

optimizer = torch.optim.Adam(filter(lambda p: p.requires_grad, model.parameters()), 1lr=1r)

1f model.training:

optimizer.zero_grad()
out_loss.backward()
optimizer.step()




Deep Learning Training Tips

Optimization

Best of both worlds
» Using two different optimizers

Testing Error
[ P
a9

=
=

Ln

0 0 50 100 150 200 250 300
Epochs

(a) ResNet-32 — CIFAR-10

25

201

Testing Error

0 850 100 150 200 250 300
Epochs

(b) DenseNet — CIFAR-10

P
un

)
[

Testing Error
= =
] (¥,

Ln

0 0 50 100 150 200 250 300 0 50 100 150 200 250 300
Epochs Epochs

(c) PyramidNet — CIFAR-10 (d) SENet — CIFAR-10

Reference39



https://arxiv.org/pdf/1712.07628.pdf
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Deep Learning Training Tips

Activation Functions

Identity

fx) =x

Step

|0 forx<o0
f(x)_{l forx =0

Sigmoid

1

() = o) = ——

torch.nn.Sigmoid()

tanh

f(x) = tanh(x) = (€ —e)

(e* +e™™)

torch.nn.Tanh()

41



Deep Learning Training Tips

Activation Functions

|0 forx<o0
Relu / f(x) = {x forx >0 torch.nn.RelLU()
k 0.01 <0
Lsgluy / f(x) = {x X ;:: ;‘ o | torch.nn.LeakyRelU()

42
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Deep Learning Training Tips

Loss Functions

Choosing Proper Loss

When using softmax output layer,
choose cross entropy

Total *

Loss . N/

I

i

http://imlrorg/procee  ~ 2 o

o |
]

dings/papers/v9/gloro
t10a/glorot10a.pdf

5 Cross
ol | Entropy
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Deep Learning Training Tips
Overfitting

Why overfitting?
» Model complexity
» Data imbalance
» Noise
» Iterations

47



Deep Learning Training Tips
Overfitting

Early stopping
» Stop training before model overfitting or useless training

05

—— Training Lo
Voot toss Reference
=== Early Stopping Checkpoint
0.98
1 e IEUTEE‘,"

0.4 : 0.96 - val_accuracy

0.94 -

| 0.92 -
03
Accuracy 0.90 - — | R T—— S

0.88 1 -
02 | 0.86 {

0.84 - Validation Set

Saturating

0.82 -
01 A

u BG LI T L] - L T

0 10 20 30 40
: Epochs
DU T T : T T 48
o 10 20 30 40


https://towardsdatascience.com/early-stopping-a-cool-strategy-to-regularize-neural-networks-bfdeca6d722e

Deep Learning Training Tips

Overfitting

Regularization
> Introduce additional information

L1

N M M
cost = z(yi - le-jo)z+Az |W;|
i=0 J=0

j=0

M
=0

L2 N M
cost = z(yi — z xl-jo)2+AZ sz
i=0 Jj=0

J

Loss function

Weight Decay

, 1 . oL oL
L'(6) =L(O) + A=||0]||, Gradient: = + Aw
2 dw ow
oL oL
Update: wit! « wt —p A = wt — 3t Awt

— (1 _ t ., 0L

Closeto 0

49



Deep Learning Training Tips

Overfitting

L1 Regularization

regularization loss = @
for param in model.parameters():

regularization loss += torch.sum(abs(param))

calssify loss = criterion(pred,target)

loss = classity loss + lamda #* regularization_ loss

optimizer.zero_ grad()
loss.backward()

optimizer.step()

L2 Reqgularization

weight_decay (float, optional): weight decay (L2 penalty) (default: 0)

optimizer = optim.Adam(model.parameters(),Ir=learning_rate,weight_decay=0.01)

50
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Overfitting

Data imbalance

» Using class weights
Increase the penalty for low number of class

—,..I_ _ {],
— =05

v=1

e = D

— = 5

well-classified
examples
A

~
1 —— S
0 0.2 0.4 0.6 0.8 1

probability of ground truth class

Focal loss;



https://arxiv.org/pdf/1708.02002.pdf
https://arxiv.org/pdf/1708.02002.pdf

Deep Learning Training Tips
Overfitting

- Training ~ * o»* “‘:A :““
Data imbalance + , SMOTE D 1%
o'n & A A: A‘
» Using sampling AR
Over-sampling 0 o8
- Under-sampling Imbalanced dataset  Generating New synthetic data points SMOTE Dataset

&) Majority class data points A Minority class data points 4 Synthetic minority class data points

Original data, Resampling using NearMiss-3,
Counter({2: 3485, 1: 1010, 0: 505}) Counter({0: 505, 1: 505, 2: 505})

-2

-2 -1 0 1 2 3 =2 -1 0 1 2 3



https://www.researchgate.net/figure/llustration-of-synthetic-minority-oversampling-technique_fig2_343326638
https://www.cnblogs.com/massquantity/p/9382710.html
https://www.researchgate.net/figure/llustration-of-synthetic-minority-oversampling-technique_fig2_343326638
https://www.cnblogs.com/massquantity/p/9382710.html
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» Random freeze some nodes

Deep Learning Tra

Overfitting
Dropout

(b) After applying dropout.

N

!} K% }0
RN
e\ V2

»aﬂ«w.»v b
“wﬁ«” ma\\.w,w ma\m
/M »oo/

\ P? T EAKX
.,.41 «.,»Ma..,uw.«."as.
\/
AN e
(> ‘m\’ \

(a) Standard Neural Net

53

0.5)

torch.nn.Dropout(p


https://pytorch.org/docs/stable/generated/torch.nn.Dropout.html

Deep Learning Training Tips
Overfitting

Batch Normalization: Accelerating Deep Network Training by

BatCh norma I |Zat|0n Reducing Internal Covariate Shift
> featu re norma I Ization Sergey loffe Christian Szegedy

Google Inc., sioffe@google.com Google Inc., szegedy@google.com

Abstract

Training Deep Neural Networks i1s complicated by the fact

Advantages
= . . that the distribution of each layer’s inputs changes during
> SIOW d OWﬂ the Va n ISh I ng g rad Ient trainin;. ;Z t;w plaramc:c:s of ﬂ:c ;rcvio:sLlayci\chan;;ﬁ

This slows down the training by requiring lower learning

> Solve the |nterna| Cova rlate shlft rates and careful parameter initialization, and makes it no-

toriously hard to train models with saturating nonlineari-
. . tics. We refer to this phenomenon as internal covariate
> Eliminate the need of dropout BT T e ey
puts. Our method draws its strength from making normal-
ization a part of the model architecture and performing the
normalization for each training mini-batch. Batch Nor-
mahization allows us to use much higher learning rates and
be less careful about initialization. It also acts as a regu-
larizer, in some cases eliminating the need for Dropout.
Applied to a state-of-the-art image classification model,
Batch Normalization achieves the same accuracy with 14
times fewer training steps, and beats the original model
by a significant margin. Using an ensemble of batch-
normalized networks, we improve upon the best published
result on ImageNet classification: reaching 4.9% top-5
validation error (and 4.8% test error), exceeding the ac- 54
curacy of human raters.
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Covariate shift
» The distribution in training set is inconsistent with that in test set

Internal covariate shift
» The distribution is inconsistent in each layer of the neural network

1F A
£ % 4

A
A

55
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Overfitting

Internal covariate shift

Theta 2
&

Theta 1

Non-normalize

Theta 2
A

Theta 1

Normalize

56
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Overfitting

Deep Learning

Different ranges

0"
,_' Wl W2
wi w2
0..‘ .
Also difficult to optimize
Feature Also need

Normalization normalization
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Deep Learning

58
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Deep Learning R

This is a large network! o

w »H
o
-
uand o . b
erends on z
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Overfitting

Deep Learning ZU= L

uand o
depends on z!
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Overfitting

Deep Learning

60

55 |

50

Batch Norm (BN)

— BN, 32 ims/gpu
— BN, 16 ims/gpu
— BN, 8 ims/gpu
— BN, 4 ims/gpu
— BN, 2 ims/gpu

10

50
epochs

60

70 80 90

100

61
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Overfitting

Deep Learning

Input: Values of r over a mini-batch: B = {=; .}
Parameters to be leamed: ~, 3
Output: {y; = BN, 5(x;)}

1
e ; /f mini-batch

np — — 2 T mini-batch mean
1 TTl o I

crEE — — (&; — JuE.}E / mini-batch vanance
T

=1

T — L HB /f normalize
ATy I:rE + €

y; +— vr; + 5 = BN, z(x;) // scale and shift

Algorithm 1: Batch Normalizing Transform, applied to
activation x over a mini-batch.
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Deep Learning

Ql

7 =
wt >
u, o are from batch?

We do not always have batch at testing stage.

Computing the moving average of u and o of the
batches during training.

pt ot oud u

o—pp+(1—pput

63
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Overfitting

Other normalization

e bl Batch Norm Group Normalization
-~ A
Merged Spatial Merged Spatial . .l .l
Dimensions (H,W) Dimensions (HW) Dtﬂmeéﬁgﬁiripmﬂﬂ
Channels C Channels C Channels J
> > >
Mlﬂl'a‘a!r_'h 5Erl'||'.h|E5 M er“-Bﬁ“:n S-Empln'ﬁ L] Mini-Batch mplm M
Instance Nomm
The 3D weight of a
A A ~— conv layer
N

e

Merged Spatial Kemel size ™y

Dimensions (H,W) \‘x
M
p

h

Channels C Cutput
channels
:

kini-Batch Samples N

L Reference®*



https://theaisummer.com/normalization/

Deep Learning Training Tips
Overfitting

Other normalization

» Batch Renormalization
https://arxiv.org/abs/1702.03275

> Layer Normalization
https://arxiv.org/abs/1607.06450

> Instance Normalization
https://arxiv.org/abs/1607.08022

» Group Normalization
https://arxiv.org/abs/1803.08494

» Weight Normalization
https://arxiv.org/abs/1602.07868

» Spectrum Normalization
https://arxiv.org/abs/1705.10941

65
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Overfitting

Data Augmentation

Reference®



https://albumentations.ai/docs/examples/pytorch_classification/

Deep Learning Training Tips
Overfitting

Pytorch Transform | o u - q
‘ .

mean = [0.5, 0.5, 0.5]

std = [0.1, 0.1, 0.1]

transform = transforms.Compose([
transforms.ToTensor(),
transforms.Normalize(mean, std),
transforms.ToPILImage()

1)

img_pil_normal = transform(img_pil)
img_pil_normal

Reference®’/



https://chih-sheng-huang821.medium.com/03-pytorch-dataaug-a712a7a7f55e

Deep Learning Training Tips
Overfitting

Pytorch Transform

Avgmented image

&) :
100 i
0
200 9 -

o

SO 100 150 200 250 300

_ Reference®8

PYTORCH

X0



https://www.youtube.com/watch?v=Zvd276j9sZ8

Deep Learning Training Tips
Overfitting

Albumentations

train_transform = A.Compose(
[
A.SmallestMaxSize(max_size=160),
A.ShiftScaleRotate(shift_limit=0.05, scale_limit=0.05, rotate_limit=15, p=0.5),
A.RandomCrop(height=128, width=128),
A.RGBShift(r_shift_limit=15, g_shift_limit=15, b_shift_limit=15, p=0.5),
A.RandomBrightnessContrast(p=0.5),
A.Normalize(mean=(0.485, 0.456, 0.406), std= (O 229, 0. 224 0. 225)),
ToTensorV2(), s ‘ LI

Reference®9



https://albumentations.ai/docs/examples/pytorch_classification/

Deep Learning Training Tips
Overfitting

Albumentations

Reference”’0



https://www.youtube.com/watch?v=rAdLwKJBvPM

